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2Overview

Input: Multimodal Information

LLaVA-Review
Image

User Information Style Context

Output: (Generated) Review

Ueno 
Park

Spot Information
Not only during the cherry blossom 
season, but the park, with its large trees, 
is also perfect for a leisurely walk. The 
park is rich in attractions, including an art 
museum, a zoo, and a history-filled 
environment. With a variety of events 
being held, there’s never a dull moment. 
The park also features fountains and 
playground equipment for children.

TourMix1M dataset

(Large Multimodal 
Model, LMM)

Github: HiromasaYamanishi/TourMix1M



3Background: Review Generation

User Assistance Marketing Simulation

◼ Only few users write 
reviews

◼ Hard to write 
informative and 
structured reviews.

◼ User demand is getting 
diverse

◼ Can be used as 
recommendation text

◼ Predict the reaction of 
the unpopular segment

◼ Predict the reaction to 
events, facility

◼ Large Application Field

◼ Task
➢ Generate informative and structural review based on user/item Information, rating 
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◼ Creation of tourism multimodal dataset
➢Previous works is based on user information, item information, rating
➢Previous dataset domain is book, movie, restaurant, beer etc
➢Lacks tourism-specific multimodal context such as image, user attribute, visit time

→ We create tourism specific large scale (1M) dataset

◼ Generate the baseline model with open-source LMM
➢LMM have high instruction-following and multimodal understanding
➢ChatGPT is costly for generating review

→ We explore open-source LMM + retrieval augmented fine tuning
ChatGPT LLaVA

[NeurIPS23]

Motivations



5Data Collection

◼The data was collected from Japanese tourism website Jalan.net, consisting of 470k images, 
540k reviews, and 50,000 tourist spots

◼10 types of context: gender, age, group, season, month, rating, two types of user profiles (short 
and long), review length, and keywords

◼ Image-review pairs are created with CLIP [ICLR21] in same tourism spot

Gender, Age
User

Group
Rating

Review

Review Sample Image sample

Image-Review Review-Image

Image-Sentence-Review



6TourMix1M Dataset: Tasks and Dataset Statistics

◼ Three tasks, Short/General/Conditional review generation, 1.3M prompts in total.
◼ For Conditional RG, attributes are sampled to increase diversity

➢ The ratio remains near to original proportion after sampling

You are a tourist visiting Jufuku-ji with friends. You are 
interested in historical buildings and world heritage sites, 

particularly enjoying visiting places like Nikko and 
temples or shrines. You also like capturing Japan’s 
traditional culture and landscapes in photos. Please 

create a 3-star review based on the input image.

 Prompt Examples  Attribute sampling

General Review Generation
You are a tourist who visits sensoji. Based on the given 

image, please write a review.
 Dataset Statistics

Conditional Review Generation

Short Review Generation
You are a tourist who visits sensoji. Based on the given 

image, please write a concise review.

gend
er

age group profile profile Sea
son

month rating length keyw
ord

prompt1
prompt2
prompt3



7Proposed LLaVA-Review model

◼ Created a model based on LLaVA, an open-source LMM. Vicuna 13B for LLM
◼ Retrieval-Augmented Fine-Tuning by adding aggregated information



8Retrieval Augmentation Knowledge

Ueno

Zoo
zoo

panda
(Cute, 9)

(Big, 3)
..

(enjoy, 10)

(excited, 6)
..

children

Tourism Spot
Reviews

(wide, 4)

(enjoyable, 5)
..

LLM 
summarization

Overall
Price
Access
Service
Facility

Season・Event

Food

count (noun, adj)

・
・

Tourism Spot 
Reviews

◼ Sampled noun and adjective 
according to frequency

◼ For each aspect, summarize the 
overview, positive, negative

◼ Gemma2-9B for summarization

 Subgraph of sentiment-aware KG  Aspect-based summary



9Experimental Settings
◼Evaluation Setup

➢ Evaluation Data: 1,000 pairs of image-review combinations not included in training 
➢ Evaluation Metrics: BLEU, ROUGE1, ROUGEL, CIDEr (quality assessment), DIV, PROPN (diversity), 
TFIDF-F1 (domain knowledge), Senti-F1 (user opinion) 

◼Training Setup 
➢GPUs Used: Ada RTX A6000 x 8 , Training Time: 37 hours (1 epoch), 45-60 hours (RAFT, 1 epoch)

◼Experiments

Image

Generated Reviews

Ground Truth
CLIP
Retrieval

evaluate

model

Quality Diversity Domain
Knowledge

User 
Opinion

Experiment Compared Model Prompt

General Review Generation PETER [Li+ACL21], PEPLER [Li+TOIS23], MRG 
[Truong+WWW19], LLaVA1.5 [Liu+CVPR24], ChatGPT-4v,4o

Spot name + Image

Conditional Review Generation
(gender, age…)

LLaVA1.5 [Liu+CVPR24] Spot Name + Image + 
each conditioning



10Experiments: General Review Generation

◼ Standard instruction-tuning achieves better performance than other baselines
◼ Retrieval-Augmented Fine-Tuning using subgraphs and summary improves performance
◼ While ChatGPT + RAG has high accuracy, LLaVA-Review outperforms in BLEU and ROUGE scores

 Quantitative  Results



11Experiments: General Review Generation

◼ LMMs lacks detailed information. Fine-tune models contain detailed information
◼ LLaVA-Review captures image information and the characteristics of the hot springs

This tourist spot is Isawa Onsen. Please generate a review based on the photo.

The Isawa Onsen area is a hot spring destination located in the southern part of Yamanashi 
Prefecture. The hotel where I stayed also had a natural hot spring on the premises. It is 
said that this hot spring has the characteristic of making your skin smooth.

My stay at the ryokan in the Isawa Onsen area was truly an amazing experience. The room had a calm, traditional 
Japanese atmosphere, and the outdoor bath was especially wonderful. The tranquility of the surroundings and the 
warmth of the hot spring healed both my body and mind. The attentive service was also impeccable, and I definitely 
want to visit again. It was a perfect retreat to enjoy Japanese tradition

LLaVA-

Review

GPT-4o

We stayed at Ooedo Onsen Monogatari with a baby, a 4-year-old child, and four adults. The 
bath was so nice that we wanted to go in many times, and it made our skin smoothGround-Truth

PEPLER

It is about a 10-minute walk from Isawa Onsen Station. There are various accommodations 
from large hotels to small inns. There are also foot baths and drinking fountains

 Qualitative  Results



12Experiments: Conditional Review Generation

◼ Conditioning is effective in LLaVA-Review, while not in LLaVA-1.5
◼ Specifying gender, visit month, profile, key phrases, and review length is effective 
◼ The error in review length remaining within approximately ±4.

User-Base
Conditioning

Style-Base
Conditioning

Time-Base
Conditioning



13Experiments: Conditional Review Generation

 Result for attribute-base generation

You are a tourist from ○○ who visited Expo ’70 Commemorative 
Park. Please write a review based on the image.

It is a very spacious park. Many flowers bloom, making it ideal for walking. 
There are also playground equipment, so children can enjoy it too.

Expo ’70 Commemorative Park, which features the famous Tower of the Sun 
sculpture by Taro Okamoto, sometimes hosts flea markets on weekends.

Expo ’70 Commemorative Park is very spacious and a great place for a walk. 
Depending on the season, various flowers bloom, making it very beautiful.

Male

Female

Family



14Experiments: Conditional Review Generation

You are a tourist with a profile of  〇〇. Generate a review for Godaido
Hall.

It is located in a place where you can get a panoramic view. From inside Godaido Hall, you can 
see a great view of Matsushima Bay. Sightseeing boats also pass by, so I think it’s a good spot 
for taking photos.

It is an island near the Matsushima sightseeing boat pier, located after crossing three red 
bridges where you can see the bottom. In the center of the island, there is a hall, and it is a 
wonderful place with a panoramic view of Matsushima Bay.

Prof: A calm traveler who loves the beauty of nature, especially the scenery of lakes and 
coastlines, and enjoys leisurely exploring tourist spots like Shiretoko , Lake Mashu.

It is located in a place where you can get a panoramic view of Matsushima Bay. Since it is 
close to the pier for sightseeing boats, I think it’s good to visit both.

Prof: Nature lover.

Ground 
Truth

Profile 
(short)

Profile 
(Long)

 Result for user-profile base generation



15Experiments: Conditional Review Generation

Generate a review for Nagoya Tokyu Hotel with a condition of 〇〇

290
chars

1
stars

I went there with high expectations since it was lunch at a hotel. I chose the hamburger steak as the 
main dish, and it was tender and delicious. The side buffet had a wide variety of options, and I left 
feeling full. There was also dessert, but it was just ice cream. The coffee after the meal was self-
service. Since it was a restaurant inside a hotel, the service and atmosphere were good. However, 
the line in front of the entrance was long, and it took time to get in. It can't be helped since it's a 
popular restaurant, but I think it would be better if they could widen the entrance or make some 
improvements. I used points to get a good deal, so I was satisfied. I'd like to come back and try a 
different menu next time.

I went there for lunch at a hotel with high expectations, but the menu was 
limited, and there were no desserts. There was a salad bar and a drink bar, 
but considering the price, it felt a bit... disappointing

Rating

Length

 Result for length & rating  conditioned generation



16Aggregated evaluation of conditioned generation

 Conditioning based on gender  Conditioning based on seasons

◼ Words like “Spacious,” “Scenery,” and 
“Delicious” appear frequently among 
women, both in generated and actual data

◼ Cherry blossoms in spring, children in 
summer, autumn leaves in fall, and 
snow in winter can be observed

Autumn

Summer

Winter

Spring
Words more appear in female Words more appear in male



17Conclusion

◼Summary
➢Creation of the TourMix1M dataset, a diverse multimodal tourism dataset
➢Confirmed the effectiveness of LLaVA + RAFT (LLaVA-Review) as a baseline model
➢Verified the effectiveness of conditioning and identified important attributes

◼Future Work
➢ Dataset: include more countries and domains, multimodal information like user behaviors
➢ Architecture: longer and structural review generation
➢Application: proposals for tourism site improvements using a multi-agent system

global domain simulationdescriptionlong, informative
review



18Appendix: Attribute ratio



19Appendix: Image-Review pair example



20Appendix: The effectiveness of RAFT



21Appendix: Visualization of Attention
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